**La Red de Niñez y Adolescencia de la Federación Iberoamericana del Ombusperson (FIO) hace un llamado a los Estados para adoptar medidas urgentes que garanticen el goce del ejercicio del derecho de las infancias a los entornos digitales seguros.**

El Comité de Derechos de la niñez en su Observación No. 25[[1]](#footnote-1) relativa a sus derechos en el entorno digital insta a los Estados a garantizar el acceso de las infancias y adolescencias al disfrute, ejercicio y defensa de sus derechos en los ambientes digitales para que sean espacios seguros, de convivencia, aprendizaje, diálogo, encuentro y participación.

Reconocer los derechos digitales de las niñas, niños y adolescentes, significa que los Estados asuman la responsabilidad de respetar, proteger y garantizar entornos digitales seguros, confiables y accesibles para ellos y ellas. Sin embargo, la rápida digitalización ha reconfigurado los contextos en donde las infancias y adolescencias crecen, aprenden y establecen vínculos, sin que esta reconfiguración haya sido acompañada de marcos normativos robustos que garanticen sus derechos en estos espacios. La brecha entre el avance tecnológico y la protección jurídica genera vacíos que ponen en riesgo sus derechos, y exige una respuesta desde una perspectiva integral de los derechos humanos.

Aunque los países de la región han logrado avances significativos en materia de legislación y políticas públicas para promover entornos digitales seguros e inclusivos[[2]](#footnote-2), estos marcos requieren ser fortalecidos y actualizados frente al acelerado desarrollo de las tecnologías digitales y de la inteligencia artificial; además persisten vacíos normativos importantes; en muchos casos, faltan regulaciones específicas que protejan los derechos de la niñez ante el impacto de algoritmos, plataformas digitales y sistemas de IA.[[3]](#footnote-3)

Los estudios que se han realizado en los países de la región[[4]](#footnote-4), dan cuenta de las desigualdades significativas en el acceso a internet, lo que impacta directamente en el ejercicio de derechos de niñas, niños y adolescentes. Al mismo tiempo, los entornos digitales se han vuelto fundamentales en su vida cotidiana; la socialización y la interacción a través de redes sociales y videojuegos en línea muestran un crecimiento sostenido de estos espacios, al igual que el uso de herramientas basadas en inteligencia artificial. Por lo que es necesario, garantizar que infancias y adolescencias ejerzan su derecho en el entorno digital de forma segura, equitativa y participativa.

En este constante dinamismo de los entornos digitales, resulta fundamental impulsar la ciudadanía digital como vía para que niñas, niños y adolescentes ejerzan sus derechos digitales y contribuyan a promover una convivencia respetuosa, lo cual implica el desarrollo de competencias que les permita acceder, comprender, analizar, crear y utilizar el entorno digital y la inteligencia artificial de forma crítica, ética y creativa, así como el uso responsable, participativo y reflexivo de las tecnologías digitales, fortaleciendo su rol activo.[[5]](#footnote-5)

A partir de lo planteado, las instituciones que conformamos la Red Niñez y Adolescencia de la Federación Iberoamericana del Ombudsperson (FIO) dirigimos un exhorto a las autoridades nacionales de los Estados miembros de esta Red, a adoptar medidas concretas con relación a:

* Reconocer plenamente a las niñas, niños y adolescentes como titulares de derechos digitales, asumir que su libertad de expresión, acceso a la información y participación en la vida pública se ejercen también en los entornos digitales; es responsabilidad de los Estados garantizar que este ejercicio se desarrolle en condiciones de seguridad, equidad y respeto pleno a su dignidad.
* Niñas, niños y adolescentes no son únicamente usuarios de las tecnologías: son titulares de derechos y protagonistas activos de la transformación digital. Incluir su participación es fundamental para comprender los desafíos y construir soluciones desde su propia perspectiva.[[6]](#footnote-6)
* Es fundamental incorporar la participación de niñas, niños y adolescentes en el debate de los entornos digitales y de la inteligencia artificial, reconociendo sus experiencias y necesidades para definir medidas que garanticen el ejercicio de sus derechos, su enfoque puede ser clave para mitigar riesgos y potenciar sus beneficios.
* Se requiere con urgencia una regulación que asegure una implementación ética y efectiva de la IA, que respete la privacidad y los derechos de las infancias y adolescencias, y que contemple mecanismos de seguridad frente a posibles vulneraciones.[[7]](#footnote-7) [[8]](#footnote-8)
* Es indispensable contar con políticas públicas inclusivas, que aseguren el acceso equitativo de todas las infancias y adolescencias, para que participen y se vean favorecidos por los avances tanto de los entornos digitales como de la inteligencia artificial.
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